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Abstract

Vision-based 3D occupancy prediction has become a popular
research task due to its versatility and affordability. Nowa-
days, conventional methods usually project the image-based
vision features to 3D space and learn the geometric informa-
tion through the attention mechanism, enabling the 3D se-
mantic occupancy prediction. However, these works usually
face two main challenges: 1) Limited geometric information.
Due to the lack of geometric information in the image itself, it
is challenging to directly predict 3D space information, espe-
cially in large-scale outdoor scenes. 2) Local restricted inter-
action. Due to the quadratic complexity of the attention mech-
anism, they often use modified local attention to fuse features,
resulting in a restricted fusion. To address these problems,
in this paper, we propose a language-assisted 3D semantic
occupancy prediction network, named LOMA. In the pro-
posed vision-language framework, we first introduce a VL-
aware Scene Generator (VSG) module to generate the 3D lan-
guage feature of the scene. By leveraging the vision-language
model, this module provides implicit geometric knowledge
and explicit semantic information from the language. Further-
more, we present a Tri-plane Fusion Mamba (TFM) block to
efficiently fuse the 3D language feature and 3D vision fea-
ture. The proposed module not only fuses the two features
with global modeling but also avoids too much computation
costs. Experiments on the SemanticKITTI and SSCBench-
KITTI360 datasets show that our algorithm achieves new
state-of-the-art performances in both geometric and seman-
tic completion tasks. Our code will be open soon.

Introduction
In recent years, the 3D scene understanding of autonomous
driving has received more and more attention. In order to
plan navigation and avoid obstacles more safely, the au-
tonomous driving system needs to perceive the surrounding
3D environment, especially in predicting the occupancy sta-
tus of the vicinity. However, due to the complexity of the
scene, such as occlusion and interference, it is very difficult
to predict occupancy in real-world scenes.

In order to address these above challenges, the 3D seman-
tic occupancy prediction task (Behley et al. 2019), also de-
noted as Semantic Scene Completion (SSC), was proposed
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(a) Previous Vision-Only Framework

(b) Our Vision-Language Framework

Figure 1: (a) Previous vision-only framework. (b) Our pro-
posed vision-language framework. Compared to (a), our
method introduces the explicit prior from language to en-
hance the 3D scene understanding.99K and 99K represents
2D-to-3D and 3D-to-3D feature propagation respectively.

to simultaneously predict occupancy and semantic informa-
tion in 3D space. Meanwhile, the visual image is often em-
ployed to predict 3D semantic occupancy due to its afford-
ability and capacity to provide detailed visual information.

MonoScene (Cao and De Charette 2022) laid the foun-
dation for vision-based 3D semantic occupancy prediction.
By translating multi-scale 2D image features into 3D spaces
based on the camera intrinsic matrix, they developed a
framework for predicting semantic occupancy in 3D scenes
based on 2D images. Based on the “first 2D-to-3D then 3D-
to-3D” feature propagation pipeline, further advancements
have been made to enhance prediction accuracy. For ex-
ample, TPVFormer (Huang et al. 2023) projects each 3D
point into three orthogonal planes and utilizes the attention
mechanism to obtain 3D features from 2D images. Occ-
Former (Zhang, Zhu, and Du 2023) breaks down the inten-
sive 3D processing into local and global transformers, in-
troducing the dual-path transformer block to better capture
intricate details and overall scene structures.

Despite notable advancements, most existing methods



concentrate on improving the overall performance by inte-
grating image information into dense 3D scenes, as shown in
Figure. 1(a). However, this vision-only framework faces two
challenges: 1) Limited geometric information. While images
contain rich visual texture information, they have limited
geometric information. Although pre-trained depth predic-
tion networks can provide depth estimation, it is still dif-
ficult for the image to predict the 3D semantics and occu-
pancy simultaneously. 2) Local restricted interaction. Due
to the high computational complexity of 3D features, pre-
vious transformer-based methods usually perform a limited
3D-to-3D feature propagation by some modified attention,
i.e. deformable attention (Zhu et al. 2021). Although these
methods have limited computational costs, they also lose the
global feature integration.

To this end, in this paper, we propose a Language-assisted
3D semantic Occupancy network via triplane MAmba,
called LOMA. Specifically, we first propose the VL-aware
Scene Generator (VSG) module to provide the 3D voxel-
wise language feature. Compared to image, language con-
tains explicit semantics and implicit geometric information.
For instance, the word “cars” evokes an immediate virtual
image of a vehicle occupying roughly 4m × 2m × 2m in
3D space, even if we are only observing a portion of the
actual car. Therefore, we can utilize the prior information
from language to improve the geometric prediction of 3D
scenes and assist in semantic occupancy prediction. More-
over, drawing inspiration from the recent advancements in
State Space Models (SSMs), we then present the Tri-plane
Fusion Mamba (TFM) module to perform 3D-to-3D fea-
ture propagation. This module not only performs feature
propagation from non-empty voxels to empty voxels, but
also propagates different modalities between vision and lan-
guage. By projecting 3D scene features onto three mutually
orthogonal planes, our proposed module conducts global
feature interaction on each plane and updates vision and lan-
guage features simultaneously. Furthermore, we extend this
approach to a multi-scale manner for more comprehensive
feature interaction. In comparison to the attention mecha-
nism, our SSM-based approach allows for global feature in-
teraction while reducing computational burden.

Our contributions can be summarized as follows:

• We propose a novel vision-language framework, which
efficiently utilizes the prior from language to assist in
vision-based 3D semantic occupancy prediction.

• We present VL-aware Scene Generator (VSG) module
and Tri-plane Fusion Mamba (TFM) module to introduce
the voxel-wise 3D language feature and perform 3D-to-
3D feature propagation, respectively.

• We compare the proposed LOMA on SemanticKITTI
and SSCBench-KITTI360 datasets and show our method
outperforms previous state-of-the-art approaches.

Related Works
3D Semantic Occupancy Prediction
SSCNet (Song et al. 2017) first proposes the 3D semantic oc-
cupancy prediction task, also known as the semantic scene

completion (SSC) task. Taking the depth map as input, they
jointly predict the volumetric occupancy and semantic la-
bels for full 3D scenes simultaneously. MonoScene (Cao
and De Charette 2022) first introduces the 2D image into
the 3D semantic occupancy prediction task. They lift 2D vi-
sual features to 3D space and capture long-range semantic
context, resulting in a good performance. Nowadays, several
studies (Wei et al. 2023; Zheng et al. 2024) utilize attention
to perform feature propagation. Voxformer (Li et al. 2023b)
adopts a two-stage approach to perform 2D-to-3D and 3D-
to-3D feature propagation, reducing the huge computational
burden caused by dense 3D features. To alleviate the limi-
tations caused by geometric ambiguity, Symphonies (Jiang
et al. 2024) proposes an instance-centric method to predict
through instance-scene propagation. HASSC (Wang et al.
2024) follows the principle that not all voxels are equal
and introduces hardness-aware semantic scene completion.
Compared to these vision-only approaches, we introduce
language into this task and propose a novel vision-language
framework to predict the 3D semantic occupancy.

Vision-Language Models
Recently, Vision-Language Models (VLMs) have made sig-
nificant progress due to their broad applications and multi-
modal capabilities. By constructing image-text pairs, VLMs
use an image encoder and text encoder to establish the
vision-language correlation. CLIP (Radford et al. 2021) is
the notable milestone in this field, which employs con-
trastive pre-training between image and language encoders,
exhibiting impressive zero-shot classification performance.
However, CLIP requires carefully crafted prompts in the text
encoder, posing a challenge in the formulation. To tackle
this issue, CoOp (Zhou et al. 2022b) and CoCoOp (Zhou
et al. 2022a) train dynamic soft-prompt during training and
condition on image input. Moreover, some studies extend
vision-language models for pixel-wise semantic segmenta-
tion, aiming at open-vocabulary segmentation. On one hand,
LSeg (Li et al. 2022) utilized CLIP to train pixel-level visual
embeddings that align with the text embeddings of CLIP.
On the other hand, OpenSeg (Ghiasi et al. 2022) suggests
detecting specific local areas in images and establishing cor-
relations with text embeddings through class-agnostic re-
gion proposals. To enhance the identification of these areas,
MaskCLIP (Ding, Wang, and Tu 2023) leverages the self-
attention map from CLIP to improve the precision of region
proposals. In our study, we leverage VLMs to provide lan-
guage features for 3D semantic occupancy prediction.

State Space Models
The State Space Model (SSM) was used to describe dynamic
systems in modern control theory. Some previous works (Fu
et al. 2022; Gu et al. 2021; Gupta, Gu, and Berant 2022)
have introduced it into the field of deep learning, as an ar-
chitectural paradigm for sequence-to-sequence transforma-
tions. Recent works have made significant progress, making
deep SSM a powerful competitor against CNN and Trans-
formers. In particular, S4 (Gu, Goel, and Ré 2021) presents
a practical Normal Plus Low-Rank (NPLR) method to speed
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Figure 2: Architecture of the proposed LOMA. We input the image and categories text as inputs. The image encoder extracts
multi-scale image features from the image and performs 2D-to-3D feature propagation through deformable attention. Mean-
while, the VL-aware scene generator utilizes VLM to generate the scene-level 3D features. We further propose the Multi-scale
Triplane Fusion Mamba (MS-TFM) layer to fuse the 3D scene-level vision and language features. Finally, the fused vision
feature is used to predict the semantic occupancy. For clarity, the pre-trained depth network is omitted.

up matrix inversion, making the convolution kernel compu-
tation more efficient. S5 (Smith, Warrington, and Linder-
man 2022) presents the parallel scan and the MIMO SSM,
enabling the effective utilization of the state space model.
More recently, Mamba (Gu and Dao 2023) presents input-
dependent SSMs and develops a versatile framework that
competes well with finely tuned Transformers. Inspired by
the success of Mamba, some studies (Zhu et al. 2024; Liu
et al. 2024; Huang et al. 2024; Shi, Dong, and Xu 2024)
have begun to expand the mamba into vision tasks. For ex-
ample, VMamba (Liu et al. 2024) proposes cross-selective
scanning mechanisms to compensate for the difference be-
tween 1D sequences and 2D images. Meanwhile, Vim (Zhu
et al. 2024) introduces a bidirectional state space modeling
or capturing data-dependent global visual context. In this pa-
per, we investigate the utilization of SSMs to propagate 3D
features efficiently.

Methodology
Overview
The architecture of the proposed LOMA is shown in Fig-
ure. 2. Similar to the previous methods (Li et al. 2023b;
Jiang et al. 2024), we first feed the image into an image en-
coder to obtain multi-scale features. Meanwhile, based on
the depth map through a pre-trained depth model, we use
the deformable attention (Zhu et al. 2021) to fuse the 2D
multi-scale features with a pre-defined learnable 3D feature
G ∈ RHWL×D, performing 2D-to-3D feature propagation.
Furthermore, different from the previous vision-only frame-
work, our proposed vision-language framework also takes
the category text as input. We input the image and cate-
gory text into the VL-aware Scene Generator (VSG) mod-
ule, which leverages the VLM to incorporate language in-
formation. The proposed module generates 3D VL-vision
features GV and 3D VL-language features GL for images
and corresponding language. Since they both come from the
visual image, we directly concatenate GV and G and use 3D

convolution layers to fuse them, achieving the final 3D vi-
sion features GV . Finally, we integrate the 3D language fea-
ture GL and the 3D vision feature GV through the proposed
Multi-scale Tri-plane Fusion Mamba (MS-TFM) layers, and
use the fused 3D vision features for semantic occupancy pre-
diction of the entire 3D scene.

VL Scene Generator
To introduce language priors in 3D semantic occupancy pre-
diction, it is crucial to establish a bridge between images and
language. Benefiting from the large-scale image-text pairs,
the vision-language models (VLMs) could generate robust
language priors for the corresponding image. In this mod-
ule, we use existing pre-trained VLM to integrate language
priors. Specifically, given the input image I ∈ RHI×WI×3

and categories text T ∈ RN , where N is the number of cat-
egories and HI ×WI represents the resolution of the image,
we extract the image feature FI ∈ RHI×WI×C and language
feature fL ∈ RN×C from the VL image encoder and VL text
encoder. Then, to build the pixel-level language feature, we
first establish the pixel-level category as follows:

M = argmax
(

softmax
(
FI · fL

t

))
(1)

where · represents the inner product and t is a pre-defined
temperature parameter. Thus the output M ∈ RHI×WI×1

represents the category index of each pixel. Furthermore, we
use 2D Conv layer and Linear layer to align the feature chan-
nel of FI and fL to the the above 3D feature G.

By utilizing the pre-trained VLM, we obtain the 2D im-
age label M , 2D image feature FI and 1D language feature
fL. However, we expect to make predictions for 3D scenes,
therefore we need to convert them to 3D space. Here, we
adopt a simple yet effective projection and sampling ap-
proach. Since the defined grids have fixed 3D coordinates,
we can convert the voxel grid coordinate to image pixel co-
ordinates based on the known camera parameters, and query
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Figure 3: (a) Architecture of the proposed TFM module. We concatenate the two different modality features along the feature
channel and use three Linear layers to project it to three 2D plane features, respectively. Then, a shared SSM block is used to
perform global interaction. Subsequently, we use three Linear layers to project the 2D features back to 3D features and sum
them up. Finally, the updated vision and language features are split along the feature channel. (b) The detail of the SSM block.

the 3D feature by nearest sampling the 2D feature based on
the projected coordinates. For a given voxel grid with 3D
coordinate xw, its 3D VL-vision feature gv ∈ RD and VL-
language feature gl ∈ RD could be formulated as follows:

gv = s(FI , π(xw)) (2)
gl = fL(s(M,π(xw))) (3)

where π, s represent world-to-image transformation and
sampling respectively. With this approach, we can trans-
form 2D features into 3D space without introducing too
much computational complexity. Finally, through the pro-
posed VSG, we generate the 3D scene-level features, pro-
viding the language information for the subsequent 3D-to-
3D feature propagation.

Multi-scale Tri-plane Fusion Mamba Layer
Although previous works do not involve the fusion of 3D
features from different modalities, they typically use the
self-attention mechanisms to the 3D vision features for fea-
ture diffusion, performing 3D-to-3D feature propagation.
While attention performs global feature fusion, it also brings
significant computational complexity, i.e. O(n2), especially
for 3D features. Some works alleviate this problem by re-
ducing the number of keys in attention computation, but
this approach also leads to local perception. In this paper,
we introduce Mamba for 3D-to-3D feature propagation be-
tween different modalities. Compared to attention mecha-
nisms, Mamba incurs a lower computational cost, i.e. O(n),
while also offering global perception capability, presenting
a novel approach for 3D feature propagation.

Preliminaries. The state space sequence (SSM) model is a
continuous system that maps 1D inputs x(t) to outputs y(t)
through hidden states, which can be represented as follows:

h′(t) = Ah(t) +Bx(t)

y(t) = Ch(t) +Dx(t)
(4)

where A ∈ RN×N ,B ∈ RN×1,C ∈ R1×N are learnable
parameters. D ∈ R1 denotes a residual connection. To in-

tegrate it into deep learning, it is necessary to discretize the
above continuous systems. By assuming a timescale parame-
ter ∆, the discrete parameters can be represented as follows:

A = exp(∆A)

B = (∆A)−1(exp(∆A)− I) ·∆B
(5)

Thus, the overall system could be discretized as follows:

hk = Ahk−1 +Bxk

yk = Chk +Dxk

(6)

Finally, a global convolution is used for parallel processing:

K = (CB,CAB, ...,CA
M−1

B) (7)

y = x ·K (8)

where M is the length of the input x. K is the structured
convolution kernel.

Triplane Fusion Mamba Block. Given 3D vision fea-
ture GV ∈ RH×W×L×D and 3D language feature GL ∈
RH×W×L×D. We aim to integrate the prior information
from language into the vision features.

We first concatenate the two 3D features along the feature
channel to get the fusion feature GF ∈ RH×W×L×2C . How-
ever, despite reducing the computational complexity from
O((HWL)2) to O(HWL) with Mamba, there is still a sig-
nificant computational burden due to the large size of 3D
scene features. Therefore, we propose the Tri-plane Fusion
Mamba (TFM) block. By integrating the three axes into the
feature channel and projecting them onto three 2D planes,
we can significantly reduce the computational load without
losing information. Specifically, as shown in Figure. 3, we
project the 3D fusion features GF through three Linear lay-
ers onto the XY, YZ and ZX planes respectively, resulting
in three 2D features. We then utilize a shared SSM block to
process these 2D features, performing vision-language fea-
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Figure 4: Illustration of the proposed MS-TFM layer.

ture interaction as follows:

FXY = SSM(LinearXY (GF )), F
XY ∈ RH×W×D (9)

FY Z = SSM(LinearY Z(GF )), F
Y Z ∈ RW×L×D (10)

FZX = SSM(LinearZX(GF )), F
ZX ∈ RL×H×D (11)

After that, we further use Linear layer on each 2D plane fea-
ture to restore it to a 3D feature, and sum them up to get the
final fused feature. Thus, it could be represented as follows:

GXY = Linearz(FXY ), GXY ∈ RH×W×LD (12)

GY Z = Linearx(FY Z), GY Z ∈ RW×L×HD (13)

GZX = Lineary(FZX), GZX ∈ RL×H×WD (14)

GF = GXY +GY Z +GZX (15)

For clarity, we omit the shape alignment of features in the
equations. Since we concatenated the vision and language
features along the feature channel before, we then split the
two features back, leading to updated 3D features.

Through the proposed TFM block, we not only perform
3D-to-3D feature propagation between vision features and
language features in a global manner but also perform fea-
ture propagation from non-empty voxel to empty voxel,
leading to a more comprehensive feature interaction. More-
over, the introduction of SSM and tri-plane further reduces
the computation complexity, alleviating the issue of high
computational costs from 3D features.

Extending to Multi-scale. In order to make better use of
high-level information, we extend TFM to a multi-scale ap-
proach. For this, we need to extract 3D features at different
scales. However, our 3D vision and language features are
both derived from image features through 2D-to-3D feature
propagation, with only a small portion of the 3D voxel grid
involved. Therefore, the 3D features are sparse and the ma-
jority of voxels are kept empty. Based on this observation,
we employ 3D sparse convolution in the down-sampling.

Specifically, as shown in Figure. 4, similar to the pro-
cessing of point clouds, we use a sparse convolution layer
and two submanifold convolution layers to extract high-level
features. The sparse convolution layer processes feature for
all voxels, whether empty or not, while the submanifold con-
volution layer only processes feature at non-empty voxels.
Then, for 3D vision and language features at each scale, we
use the proposed TFM block to perform 3D-to-3D feature
propagation. Since TFM also propagates features from non-
empty voxels to empty voxels, we get a dense representation
after the module. Therefore, we use the regular 3D deconvo-
lution layer for up-sampling and merge them with low-level

3D features, outputting the fused vision and language fea-
tures by a regular 3D Conv layer.

Experiments
Experimental Setup
Dataset. Following previous works (Jiang et al. 2024), we
evaluate the proposed LOMA on SemanticKITTI (Behley
et al. 2019) and SSCBench-KITTI360 (Li et al. 2023a)
datasets. SemanticKITTI comprises 22 driving sequences,
with an official split of 10, 1, and 11 sequences for train-
ing, validation, and testing respectively. The input RGB im-
ages are with sizes of 1226 × 370, and the annotation la-
bel has 20 semantic classes. The output scene covers an
area of 51.2m × 51.2m × 64m and is voxelized into a grid
with a shape of 256 × 256 × 32 using voxels of size 0.2m.
SSCBench-KITTI360 includes 7 training sequences, 1 vali-
dation sequence and 1 testing sequence. Its input RGB im-
ages are with sizes of 1408 × 376, and the annotation label
has 19 semantic classes. SSCBench-KITTI360 also has the
voxel size of 256× 256× 32.

Evaluation Metrics. Following previous works (Li et al.
2023b), we utilize the mean IoU (mIoU) metrics to assess
the semantic prediction accuracy and employ the intersec-
tion over union (IoU) to measure the prediction accuracy.

Implementation Details
In our implementation, we use Resnet-50 (He et al. 2016)
to extract multi-scale visual features and use the LSeg (Li
et al. 2022) model as our VLM to extract vision-language
features from image and text. Following previous works, we
also adopt the pre-trained MobileStereoNet (Shamsafar et al.
2022) to estimate the depth map. We utilize the AdamW op-
timizer with an initial learning rate of 2×10−4 and a weight
decay of 10−4. We train our LOMA for 30 epochs on 4
NVIDIA 3090 GPUs, with a batch size of 4, and employ
random horizontal flip augmentations.

Comparisons with the State-of-the-Art Methods
As shown in Table. 1 and Table. 2, our method shows supe-
rior performance on both SemanticKITTI and SSCBench-
KITTI360 datasets. For the SemanticKITTI dataset, LOMA
achieves the best mIoU and the second IoU performance. In
the semantic comparison, our proposed LOMA shows supe-
rior prediction in several common classes, such as car, road,
vegetation, and building. This phenomenon can be attributed
to the fact that language contains rich semantic cues about
these classes that improve prediction accuracy. Meanwhile,
we also notice that compared to the previous state-of-the-
art method Symphonies, our approach not only improves
semantic prediction (+0.06 points) but also enhances occu-
pancy prediction (+0.82 points). We believe that the results
demonstrate our hypothesis that language not only directly
provides rich semantic priors, but also implicitly guides ge-
ometric perception. Moreover, we also visualize our method
in SemanticKITTI val, as shown in Figure. 5.

In the SSCBench-KITTI360 benchmark, compared to
Symphonies, we improve the occupancy prediction by 2.23
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LMSCNet† 3DV’20 31.38 7.07 46.70 19.50 13.50 3.10 10.30 14.30 0.30 0.00 0.00 0.00 10.80 0.00 10.40 0.00 0.00 0.00 5.40 0.00 0.00
AICNet† CVPR’20 23.93 7.09 39.30 18.30 19.80 1.60 9.60 15.30 0.70 0.00 0.00 0.00 9.60 1.90 13.50 0.00 0.00 0.00 5.00 0.10 0.00
JS3C-Net† AAAI’21 34.00 8.97 47.30 21.70 19.90 2.80 12.70 20.10 0.80 0.00 0.00 4.10 14.20 3.10 12.40 0.00 0.20 0.20 8.70 1.90 0.30
MonoScene∗ CVPR’22 34.16 11.08 54.70 27.10 24.80 5.70 14.40 18.80 3.30 0.50 0.70 4.40 14.90 2.40 19.50 1.00 1.40 0.40 11.10 3.30 2.10
TPVFormer CVPR’23 34.25 11.26 55.10 27.20 27.40 6.50 14.80 19.20 3.70 1.00 0.50 2.30 13.90 2.60 20.40 1.10 2.40 0.30 11.00 2.90 1.50
VoxFormer CVPR’23 42.95 12.20 53.90 25.30 21.10 5.60 19.80 20.80 3.50 1.00 0.70 3.70 22.40 7.50 21.30 1.40 2.60 0.20 11.10 5.10 4.90
OccFormer ICCV’23 34.53 12.32 55.90 30.30 31.50 6.50 15.70 21.60 1.20 1.50 1.70 3.20 16.80 3.90 21.30 2.20 1.10 0.20 11.90 3.80 3.70
SurroundOcc ICCV’23 34.72 11.86 56.90 28.30 30.20 6.80 15.20 20.60 1.40 1.60 1.20 4.40 14.90 3.40 19.30 1.40 2.00 0.10 11.30 3.90 2.40
MonoOcc ICRA’24 - 13.80 55.20 27.80 25.10 9.70 21.40 23.20 5.20 2.20 1.50 5.40 24.00 8.70 23.00 1.70 2.00 0.20 13.40 5.80 6.40
Symphonies CVPR’24 42.19 15.04 58.40 29.30 26.90 11.70 24.70 23.60 3.20 3.60 2.60 5.60 24.20 10.00 23.10 3.20 1.90 2.00 16.10 7.70 8.00
HASSC CVPR’24 43.40 13.34 54.60 27.70 23.80 6.20 21.10 22.80 4.70 1.60 1.00 3.90 23.80 8.50 23.30 1.60 4.00 0.30 13.10 5.80 5.50
Ours 43.01 15.10 57.98 31.80 32.16 9.47 25.28 24.88 4.08 1.74 1.68 6.36 25.63 8.71 24.72 1.41 1.74 0.64 16.84 6.53 6.08

Table 1: Quantitative results on SemanticKITTI test. † denotes the results provided by MonoScene. ∗ represents the
reproduced results in TPVFormer. The best and second results are in bold and underlined, respectively.
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MonoScene 37.87 56.73 53.26 12.31 19.34 0.43 0.58 8.02 2.03 0.86 48.35 11.38 28.13 3.32 32.89 3.53 26.15 16.75 6.92 5.67 4.20 3.09
TPVFormer 40.22 59.32 55.54 13.64 21.56 1.09 1.37 8.06 2.57 2.38 52.99 11.99 31.07 3.78 34.83 4.80 30.08 17.52 7.46 5.86 5.48 2.70
VoxFormer 38.76 58.52 53.44 11.91 17.84 1.16 0.89 4.56 2.06 1.63 47.01 9.67 27.21 2.89 31.18 4.97 28.99 14.69 6.51 6.92 3.79 2.43
OccFormer 40.27 59.70 55.31 13.81 22.58 0.66 0.26 9.89 3.82 2.77 54.30 13.44 31.53 3.55 36.42 4.80 31.00 19.51 7.77 8.51 6.95 4.60
Symphonies 44.12 69.24 54.88 18.58 30.02 1.85 5.90 25.07 12.06 8.20 54.94 13.83 32.76 6.93 35.11 8.58 38.33 11.52 14.01 9.57 14.44 11.28
Ours 46.35 64.55 62.17 18.28 27.59 2.57 3.57 11.49 7.47 5.53 58.60 15.76 37.52 4.81 41.20 8.42 37.72 20.27 14.62 16.40 8.97 6.51

Table 2: Quantitative results on SSCBench-KITTI360 test. The results for counterparts are provided in (Li et al. 2023a).
The best and the second results are in bold and underlined, respectively.

VSG. TFM. MS. IoU mIoU
40.42 13.36

✓ 42.45 13.44
✓ ✓ 43.07 13.93

✓ 41.47 13.45
✓ ✓ 43.10 13.68
✓ ✓ ✓ 44.23 14.81

Table 3: Ablation study on each module in LOMA.

points, proving that language could provide the geometric
prior. We also achieve 18.28 mIoU in semantic prediction.

Ablation Studies
To further analyze the effectiveness of each module in the
proposed framework, we conduct ablation studies on the Se-
manticKITTI validation set.

Ablation on Main Modules. Table. 3 presents the break-
down analysis of various architectural components within
LOMA. Without any modules, the baseline model achieves
40.42/13.36 in IoU/mIoU. With the proposed TFM, we im-
prove the IoU and mIoU by 2.03 points and 0.08 points
respectively. This improvement indicates that our proposed
TFM can effectively perform 3D-to-3D feature propagation

VL-Vision Feature. VL-Language Feature. IoU mIoU
43.07 13.93

✓ 43.75 14.14
✓ 43.92 14.34

✓ ✓ 44.23 14.81

Table 4: Ablation study on VSG.

from non-empty voxels to empty voxels. However, due to the
lack of sufficient semantic perception ability, relying solely
on vision features for semantic prediction is still limited.
By utilizing the high-level semantic information in a multi-
scale manner, we further improve the IoU and mIoU by 0.62
points and 0.49 points. Additionally, we add the language in-
formation to the baseline model by the proposed VSG mod-
ule, leading to improvements of 1.05 and 0.09 points. By
adding TFM and MS-TFM, we ultimately achieve the best
performance with 44.23/14.81 in IoU/mIoU. Compared to
the model without language, we improve the performance
by 1.16 IoU and 0.88 mIoU, demonstrating the effectiveness
of the language prior.

Ablation on the VSG. We conduct an ablation study of
VSG in Table. 4 to verify the specific effects of VLM. We
remove the language feature and vision feature from VLM,
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Figure 5: Qualitative visualizations on SemanticKITTI val. Our proposed LOMA generates more refined predictions for
objects and also preserves organized designs for structures.

Method IoU mIoU Param FLOPs
Conv 40.98 10.89 17.8M 34.0G
Deformable 43.70 14.51 17.5M 26.8G
Swin2D 43.21 13.70 18.6M 33.7G
Swin3D 42.57 13.73 0.5M 69.1G
Ours 44.23 14.81 17.4M 26.9G

Table 5: Ablation study on components in TFM.

leading to 43.75/14.14 and 43.92/14.34 respectively. The
two results are both better than the model without the VSG
module. We believe that the large VLM could output bet-
ter semantic vision features to help the prediction. Mean-
while, compared to VL-vision, the VL-language achieves
better performance in both semantic prediction and occu-
pancy prediction, showing that language plays a more im-
portant role. The result also aligns with our motivation, that
is, the language features in the large VLM can assist us in
3D semantic occupancy prediction.

Ablation on the TFM. To explore the 3D-to-3D feature
propagation, we compared different feature operations in the
proposed TFM. We replace the SSM block in our tri-plane
design with other operations, such as conv, deformable at-
tention and swin transformer. Meanwhile, we also directly
perform 3D feature interaction with swin3D transformer. As
depicted in Table. 5, compared to these competitors, our
SSM-based method not only achieves the best performance
but also incurs limited FLOPs. The result validates the ef-
ficiency of global modeling in our method. Meanwhile, the
main source of parameters lies in the 3D-to-2D and 2D-to-
3D linear layers, but not the feature processing module.

Ablation on the MS-TFM. Table. 6 compares the designs
in our multi-scale extension. We first replace the sparse conv

Method IoU mIoU Param FLOPs
Dense 42.97 14.70 4.4M 72.5G
Ours 44.23 14.81 4.4M 42.4G
[1] 43.10 13.68 17.6M 43.8G
[1, 1/2] 44.23 14.81 57.2M 219.9G
[1, 1/2, 1/4] 42.82 13.88 146.2M 301.7G

Table 6: Ablation study on architectural components in
Multi-scale Designs.

with regular dense conv, leading to a decrease of 1.26/0.11
points and a higher computation cost. Compared to dense
conv, sparse conv can more effectively model the occupied
geometry by extracting vital signs from non-empty voxels.
We further compare different scales in a multi-scale man-
ner. Compared to single scale or three scales, our two-scale
setting performs better performance in both semantic pre-
diction and occupancy prediction. We analyze that a single
scale may lack some high-level semantic details, while too
many scales may lead to an abundance of noise interference.

Conclusion
In this paper, we introduce a new vision-language frame-
work for the vision-based 3D semantic occupancy predic-
tion, named LOMA. By integrating the language informa-
tion from the proposed VL-aware Scene Generator mod-
ule, LOMA gets better geometric and semantic perception.
Meanwhile, to have a global feature modeling with lim-
ited computation cost, we also introduce the Tri-plane Fu-
sion Mamba block to perform the 3D-to-3D feature propa-
gation. By extending the TFM module into the multi-scale
approach, our method performs better prediction. In future
work, we would like to equip LOMA with more modalities
to achieve better and more accurate predictions.
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